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DDoS Attacks

• DDoS attacks are on the rise [2, 1, 5]

• Getting bigger, more frequent, cheaper, and easier
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DDoS against DNS services

Root DNS DDoS Nov 2015

• red shows some sites were
out, but no know errors

• users: no known reports
of errors [3]

Dyn Oct 2016

• users: some users could
not reach popular sites [5]:
Twitter, Netflix, Paypal...

• even though Web servers
were fine

Two large DDoSes, very different outcomes. Why? 3
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Background: the many parts of DNS

Stub Resolver
e.g.: OS/applicationsStub

Recursives
(1st level

e.g.: modem)
R1a R1bCR1a CR1b

RnaCRna
... Rnn CRnb

Recursives
(nth level)

e.g: ISP resolv.

Authoritative
Servers

e.g.: ns1.example.nl
AT1 ... ATn

• Clients (stub) use recursives to resolve domains
• Recursives vary in complexity and architecture
• Authoritative servers answer with a TTL value: max limit to

cache (CRn)
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How are users affected by DDoS?

Stub Resolver
e.g.: OS/applicationsStub

Recursives
(1st level

e.g.: modem)
R1a R1bCR1a CR1b

RnaCRna
... Rnn CRnb

Recursives
(nth level)

e.g: ISP resolv.

Authoritative
Servers

e.g.: ns1.example.nl
AT1 ... ATn�DDoS attack

� ? �

• How much recursives’s built-in defenses help user’s
experience? 5
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Evaluating DNS Resiliency

• Part 1: (a) define user experience and (b) evaluate caching

• Part 2: verify results of Part 1 in production zones (.nl)

• Part 3: emulate DDoSes in the wild to to observe user
experience
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Part 1: measuring caching in the wild

1. register cachestest.nl
2. set up two
auth servers

ns[1,2].cachetest.nl
AT1 AT2

3. Ripe Atlas
Probe1 Probe2 Proben

Recursives
we do not controlR1a R1b R1nCR1a CR1b

RnaCRna
... Rnn CRnb

Recursives

we do not control

∼ 10000

Atlas + R1 = ∼15000

(nth level, ∼ 6800)

• Probes send unique queries to avoid cache interference
• Custom answers to tell if from cache or not (see Sec. 3.2)
• Probe every 20min, for 2 to 3 hours
• Various TTLs: 60, 1800, 3600, and 86400s
• 15000 Vantage Points, 6800 Rn (no DDos)
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Part 1: measuring caching in the wild

• How efficient is caching in the wild?
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Results: how good caching is in the wild?
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• Yellow color is cache misses (AC)
• Good news: caching works fine for 70% of all 15,000 VPs

• With our not popular domain

• but ∼ 30% of cache misses 9



Why cache misses (Why AC?)

Half of cache misses are from from complex caches like at Google

• cache fragmentation with multiple servers

• (previous work on Google DNS [6])

TTL 60 1800 3600 86400 3600-10m
AC Answers 37 24645 24091 23202 47,262

Public R1 0 12000 11359 10869 21955
Google Public R1 0 9693 9026 8585 17325
other Public R1 0 2307 2333 2284 4630

Non-Public R1 37 12645 12732 12333 25307
Google Public Rn 0 1196 1091 248 1708
other Rn 37 11449 11641 12085 23599

Table 1: AC answers (cache miss) public resolver classification
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Part 2: caching in production zones

• Caching works 70% as expected

• Are these experiments representative?

• We look at .nl production data
• we compute ∆t (time since last query)
• Compare to TTL of 3600s
• 485k queries from 7,779 recursives
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Part 2: caching in production zones

• Most resolvers send queries usually ∼3600s (.nl TTL)
• 28% do not respect the 1h TTL
• Yes, experiments are like real zone
• (we also look into the Roots , see paper [4])
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OK, so what do you we have so far?

• We know how caching works in the wild (both Ripe and .nl)

• Time to move Part 3: What happens under DDoS attacks?

• Goal: understand client experience under DDoS
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Part 3: Emulating DDoS

Root DNS DDoS Nov 2015
Dyn Oct 2016

• Remember: clients experience varied significantly for these

• Our goal is to explain their experience
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Part 3: Emulating DDoS

• Similar setup as other experiments:

• Emulate DDoS: drop incoming queries at certain rates at
Authoritative servers, with iptables
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Complete DDoS

• 100% packet loss via iptables

• TTL=3600s (1 hour)

• We probe every 10 minutes

• At t = 10min, we drop all packets
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Complete DDoS: TTL: 60min, 100% failure
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Figure 1: Experiment A: 100% failure after 10min, TTL: 60min

• DDoS starts after 1st query (fresh cache)
• During DDoS: 70% of clients are served � (cache)

• except right at 60min (expire)
• After cache expires: only 0.2% clients (serve state)

• draft-ietf-dnsop-serve-stale-02
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Complete DDoS: changing cache freshness

• Prior experiment had OPTIMAL cache, loaded just before
attack

• Now we load the cache much earlier
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Complete DDoS: changing cache freshness
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Figure 2: Experiment B: 100% failure after 60min, TTL: 60min

• Cache much less effective (most users � )

• Why? TTL is decremented over time in caches
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Complete DDoS: changing TTL

• Caching freshness impacts user experience

• How TTL impacts clients’ experience?
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Complete DDoS: TTL influence
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Figure 3: Experiment C: 100% failure after 60min, TTL: 30min

• Users experience worsens with shorter TTL

• Most users �

21



Complete DDoS: User Experience Discussion

• caching helps 70% of cases

• caches don’t work after they time out
• except for serve slate

• caches will time-out at different times

• conclusion:
• operators with modest TTLs get quite a bit of protection
• serve-stale would help
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Partial Failure DDoS

• Not all DDoS are strong enough to bring all servers down

• Some lead to partial failure (Root DNS Nov 2015 [3])

• In this case, how would users experience the attack?
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Partial Failure DDoS: 50% success
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Figure 4: Experiment E: 50% failure after 60min, TTL: 60min
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Good: most clients get answer � , even at 50% loss

• but more latency 24



Partial Failure DDoS: changing intensity

• Let’s emulate an attack that leads to 90% packet loss

• How will that impact clients experience?
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Partial Failure DDoS: changing intensity to 90%
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Figure 5: Experiment H: 90% success DDoS, TTL: 30min
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Good: most clients STILL get answer �, even at 90% loss (but
more latency)
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Partial Failure DDoS: disabling caching

• TTL = 1 minute

• Probing Interval = 10minutes
• Cache expires before new round of measurements

• Emulates CDNs setup

• We drop 90% of packets
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Partial Failure DDoS: disabling caching
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Figure 6: Experiment I: 90% success DDoS, TTL: 1min
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• Even with no caching (TTL 1min), 27% get an answer �
• Most users �
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Partial Failure DDoS: recursives retrying
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Figure 7: Queries received at Auth Servers for Experiment I: 90%
success DDoS, TTL: 1min

• Part of DNS resilience is that recursives keep on retrying
• Recursives will “hammer” authoritatitve servers
• Friendly fire 8.1x in case of no caching
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Partial Failure DDoS: more recursives in use
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Figure 8: Unique Rn recursives addresses observed at authoritatives

• We have ∼15k vantage points and ∼6.8k Rn recursives
• Partial DDoS: Rn increases to 8.5k (24%) on Exp. I
• Shows complex recursives infrastructure; more are used in

case of failure
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Partial Failure DDoS: User Experience Discussion

• Recursive infrastructure will “expand” and retry

• More recursives in use seen at authoritatives
• Same recursives will retry multiple times

• Users may experience longer latency
• As recursives will retry to resolve the domain

• Caching reduces latency during DDoS

• The longer the TTL, the better the user experience
• provided caches are filled and not about to expire
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Implications

Our experiments explain user’s experiences in previous DDoS

Root DNS DDoS Nov 2015

• Users: no known reports of
errors

• Why? Longer TTLs and
some servers remained up

Dyn Oct 2016

• Users: many could not
resolve

• Why? Shorter TTLs and
others
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Conclusions

• Caching and retries: important part of DNS resilience
• 50-60% clients served with 90% packet loss (TTL 30min)
• 27% clients served with 90% packet loss (TTL 1min)

• Explain recent DDoS outcomes

• What’s the “best TTL" ?
• There’s a clear trade-off between TTL and DDoS robustness,

choose longer if you can
• There’s no “one size fits all” solution

• IETF draft (hopefully to be adopted by DNSOP)
draft-moura-dnsop-authoritative-recommendations-00

contact: giovane.moura@sidn.nl
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IETF draft
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